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(o) scence s Tty The UK National
Supercomputing facilities

The UK National Supercomputing
Services are managed by EPSRC
on behalf of the UK academic
communities

HPCx ran from 2002 -2009 using
IBM POWER4 and POWERS5

HECToRs the current system 2007 -2014
Located at Edinburgh, operated jointly by EPCC and STFC
HECToR Phase3 90,112 cores Cray XE6 (660 Tflop /s Linpack)

ARCHER is the new service, due for installation around
Nov/Dec 2013, service starting in early 2014
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DIRAC (Distributed Research utilising
Advanced Computing)

Integrated supercomputing facility for

UK research in theoretical modelling and
HPC-based simulation in particle physics,
astronomy and cosmology

Funded by STEC Computer simulated image of
the glow of dark matter

(Credit: Virgo)

Flagship DIRAC systemis a 6 -rack
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UK Tier-2 regional
university centres

N8 Research Partnership
5 -

4
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A N8 HPC centre

A £3.25M facility

A Based at University of Leeds
A SGlsystem 5312 cores
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@ Polence & Technology UK academic
HPC pyramid

PRACE systems

Tier-1 National HECToR, Hartree, DIRAC

Tier-2 Regional Universities S6 and N8 regional clusters

Local Universities and Institutes
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UK Astronomy Technology
Centre, Edinburgh, Scotland

Polaris House Swindon,
Wiltshire

- - v k
Chilbolton Observatory
Stockbridge, Hampshire

La Palma

Daresbury Laboratory
Daresbury Science and Innovation Campus
Warrington, Cheshire

Rutherford Appleton Laboratory
Harwell Science and Innovation Campus
Didcot, Oxfordshire




(o) s gty Understanding our Universe
STFCOs Science

Particle Physics

Large Hadron Collider (LHC), CERN - the structure and forces
of nature

Ground based Astronomy

European Southern Observatory (ESO), Chile

Very Large Telescope (VLT), Atacama Large Millimeter Array
(ALMA), European Extremely Large Telescope (E-ELT),
Square Kilometre Array (SKA)

Space based Astronomy

European Space Agency (ESA)

Herschel/Planck/GAIA/James Webb Space Telescope (JWST)
Bi-laterals T NASA, JAXA, etc.

STFC Space Science Technology Department

Nuclear Physics

Facility for anti-proton and lon research (FAIR), Germany
Nuclear Skills for - medicine (Isotopes and Radiation
applications), energy (Nuclear Power Plants) and
environment (Nuclear Waste Disposal)
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Neutron Sources
ISIS - pulsed neutron and muon source/ and

Institute Laue-Langevin (ILL), Grenoble
Providing powerful insights into key areas of
energy, biomedical research, climate,
environment and security.

High Power Lasers
Central Laser Facility - providing applications on bioscience
» _ and nanotechnology

7 HIPER

" Demonstrating laser driven fusion as a future source of
sustainable, clean energy : |

Light Sources

Diamond Light Source Limited (86%) - providing new -
breakthroughs in medicine, environmental and materials S
science, engineering, electronics and cultural heritage
European Synchrotron Radiation Facility (ESRF), Grenoble
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Major funded activities

A 160 staff supporting over 7500 users

A Applications development and support

A Compute and data facilities and services Director: Adrian Wander

A Research: over 100 publications per annum #Appeinted 24th July 2012

A Deliver over 3500 training days per annum

A Systems administration, data services, high-performance
computing, numerical analysis & software engineering.

Major science themes and capabilities

A Expertise across the length and time scales from processes
occurring inside atoms to environmental modelling
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Journal of Materials Chemistry 16 no. 20 (May 2006) - issue
devoted to HPC in materials chemistry (esp. use of HPCXx);

Phys. Stat. Sol.(b) 243 no. 11 (Sept 2006) - issue featuring
scientific highlights of the Psi -k Network (the European

network on the electronic structure of condensed matter
coordinated by our Band Theory Group);

Molecular Simulation 32 no. 12 -13 (Oct, Nov 2006) - special issue
on applications of the DL_POLY MD program written &
developed by Bill Smith (the 2 nd ‘special edition of Mol Sim on
DL _POLY -the 1 st was about 5 years ago);

Acta Crystallographica  Section D 63 part 1 (Jan 2007) -
proceedings of the CCP4 Study Weekend on protein
crystallography.

The Aeronautical Journal, Volume 111, Number 1117 (March
2007), UK Applied Aerodynamics Consortium, Special Edition.

Proc Roy Soc A Volume 467, Number 2131 (July 2011), HPC in the
Chemistry and Physics of Materials.

Last 5 years metrics:
67 grants of order £13M
422 refereed papers and 275 presentations

Three senior staff have joint appointments with
Universities

Seven staff have visiting professorships

Six members of staff awarded Senior
Fellowships or Fellowships by Research
Councils® individual mer it

0 Five staff are Fellows of senior learned societies

ox Qx Qx Qx Ox

Scientific Highlights

Journal of

Materials Chemistry

Acta Crystallographica Section D
WPl Biological
Crystallography

Editors: E. N. Baker and Z. Dauter

basluohd state physics

Towards Atomistic Materials Design

Feature Article

(ONETEP, bevarscaliog DFY with ocal orbtals and plane waves

(Pater D, Haynex Chris-Krton Skylars, Arash A. Mostof, snd Mike €. Payne,
2489

AERONAUTICAL
JOURNAL

Covering all aspects of Aerospace

UK Applied Aerodynamics Consortium
Special Edition
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(M) scince s ety Opportunities

A Demonstrate growth

POIIthal through economic and
" societal impact from
Opportunlty investments in HPC

: A Engage industry in HPC
Business simulation for competitive

O p p 0 rtU N |ty advantage

A Exploit multi  -core
A Build multi -scale, multi -

Scientific physics coupled apps
O :)por’[unity A Tackle complex Grand

Challenge problems
A Exploit new Petascale and

“eCh N ical Exascale architectures
O onrtunity A Adapt to multi  -core and

hybrid architectures




(o) s g ety Government Investment
In e-Infrastructure - 2011

17t Aug 2011: Prime Minister David Cameron Clockwise from top left
confirmed £10M investment into STFC's
Daresbury Laboratory. £/.5M for computing
infrastructure

3rd Oct 2011: Chancellor George Osborne
announced £145M for e -infrastructure at the
Conservative Party Conference

4th Oct 2011: Science Minister David Willetts
indicated £30M investment in Hartree Centre

30t Mar 2012: John Womersley CEO STFC
and Simon Pendlebury IBM signed major
collaboration at the Hartree Centre



